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Direct Measurement and Interpretation of Electrostatic Potentials at
24° [001] Tilt Boundaries in Undoped and
Niobium-Doped Strontium Titanate Bicrystals
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Phase contrast techniques in the transmission electron mi-
croscope are used to measure electrostatic potentials at 24°
[001] tilt boundaries in nominally undoped and Nb-doped
SrTiO 4 bicrystals. All of the boundaries are found to have
lower scattering potentials than the surrounding bulk crys-
tal. Origins for the measured changes in potential are in-
vestigated through the application of high-resolution trans-
mission electron microscopy, diffuse dark-field imaging,
energy dispersive X-ray spectroscopy, and parallel electron
energy loss spectroscopy. Significantly, we show that space
charge is not the dominant contribution to the potential
because the magnitudes of the potentials seen cannot be
explained on the basis of ionic space charge theory alone.

I. Introduction

ANy of the properties of electronic ceramics are con-

and Knowle§ used Fresnel contrast analysis and AC imped-
ance techniques to characterize grain boundaries in SrTiO
IBLCs and demonstrated clear differences in the magnitude of
the boundary Fresnel contrast between niobium-doped SrTiO
semiconducting ceramics and SrTilBLCs donor-doped with
niobium and acceptor-doped with lithium.

Our aim here is to apply Fresnel contrast analysis to the
direct measurement of interfacial potentials at boundaries in
both undoped and doped SrTiCand to assess whether these
can indeed be explained by a dominant contribution to the
potential associated with the presence of space charge, as has
been suggested by other authors. Origins for the measured
changes in potential will be investigated through the applica-
tion of high-resolution transmission electron microscopy
(HRTEM), diffuse dark-field imaging, parallel electron energy
loss spectroscopy (parallel EELS), and energy dispersive X-ray
spectroscopy (EDX). In order to avoid the need for consistent

trolled by segregation, nonstoichiometry, and space and representative results from a large number of boundaries in
charge at grain boundaries. These effects are particularly im-a polycrystalline ceramic, we have chosen to examine 24°
portant in donor-doped ZnO varistors, positive temperature co- [001] tilt boundaries in undoped and Nb-doped SrJitdt
efficient of resistance ceramics such as donor-doped BaTiO bicrystals. These should have boundary structures that are

and internal boundary layer capacitors (IBLCshitype semi-

well-defined and similar for both the undoped and the doped

conducting ceramics:3 The depletion, or space charge, layers specimens.

that are formed at the grain boundaries in such materials can be
described as back-to-back double Schottky barriers, as the I
negatively charged boundary states are typically compensated )

by wider positively charged regions in the adjacent bulk ma-  Melt-grown 24° [001] symmetrical tilt SrTiQ bicrystals
terial. Impedance analysis has been used to confirm the presere obtained in 10 mm x 10 mm x 0.5 mm blocks from the
ence of highly resistive grain boundary layers in both SETiO  Shinkosha Co. Ltd., Tokyo, Japan. Nominal doping levels for
and BaTiQ perovskite ceramics and in SrTj@iternal bound-  the samples, which were either undoped or doped with Nb,
ary layer capacitors (IBLCS). _ were 0, 0.05, and 0.5 wt% Nb for the three samples M1, M2,
Since the space charge layers present at such grain boundand M3, respectively. These doping levels correspond to donor
aries are necessarily associated with local changes in electroconcentrationsN,, of 0, 1.6 x 165 and 1.6 x 18° m™3, re-
static potential, it should be possible to quantify the charge spectively, in comparison with the host2Sand T#* ion con-
density distributions of the boundary states and the free carrierscentrations of 1.7 x 1 m=23 and the G- ion concentration of
in the transmission electron microscope (TEM) using phase 5.0 x 138 m=3. Samples were prepared for transmission elec-
contrast techniques such as electron hologramhyFresnel  tron microscopy using standard ion beam milling procedtites.
contrast analysi&?® both of which are sensitive to local  The boundaries were examined edge-on in the orientation
changes in specimen potential. Indeed, Ravikuetal*®ap-  shown schematically in Fig. 1 using Fresnel contrast analysis
plied electron holography to the characterization of boundaries a5 well as HRTEM, diffuse dark-field imaging, EDX, and
in acceptor (Mn)-doped SrTiQand interpreted their results  EELS. The electrical resistivities of the Nb-doped specimens
directly in terms of a dominant contribution to the contrast \vere determined at room temperature, at an oxygen partial
from (6 nm wide space charge layers at each boundary. Mao pressureP,, of 0.21 atm, using a Philips PM2521 automatic
multimeter.

Experimental Details

T. E. Mitchell—contributing editor Ill.  Experimental Results

(1) Resistivity Measurements
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lattice fringes was observed across the tilt boundaries in each
specimen, and no difference between the undoped and doped
Incident electron beam specimens could be found. An image of a typical boundary in
specimen M1 is shown in Fig. 2, together with a diffraction
pattern obtained from the same area. The tilt angle of the bi-
crystals, as measured from the diffraction pattern, is 24 + 0.5°,
which is between the tilt angles far = 13 [001] (22.62°) and
>, = 85 [001] (25.06°) symmetrical tilt grain boundaries.
Although each boundary appeared from HRTEM to be free
from amorphous material, by virtue of the lattice fringes ex-
x tending up to the boundary, the danger of such an inference is
illustrated by the diffuse dark-field images from specimens M1
and M2 shown in Fig. 3. These were obtained at 200 kV using
—— a JEOL 2000FX microscope with the objective aperture placed
well away from any diffraction spots at an effective interplanar
spacing off0.4 nm. The bright contrast visible at each bound-
ary is strongly indicative of the presence of a layer of some

Specimen
thickness

——#| < Narrower bound charge distribution

- {negative) amorphous or disordered material. Qualitatively, the doped
' ' Wider free charge distribution specimen, M2, shows brighter contrast at the position of the
(positive) layer. The contrast from M3 was even more marked at the

boundary. The observed contrast in both micrographs in Fig. 3
is not consistent with preferential etching of the boundary and
x=0 subsequent sputter deposition or damage in these regions, both
because the contrast increases with specimen thickness and
Fig. 1. Schematic diagram showing the orientation of the tilt bound- because no preferential etching of the boundaries was observed
aries and the associated space charge regions with respect to the ingt the specimen edge in any of the specimens examined. Thus,
cident electron beam within the cross-sectional TEM specimens although the boundaries in each of the three specimens show

—_—

examined. continuation of lattice fringes to the boundary, some amor-
phous material is almost certainly present, appearing to in-
1 crease with Nb concentration.
e ™ enp 1) (3) Microanalysis
whereeis the electronic charge andis the electron mobility, EELS and EDX analyses were carried out at 100kV in a VG
which is reported to be 6 x 1@m2-V-LsL at room tempera-  1B501 scanning transmission electron microscope (STEM) us-
ture3 The resulting electron concentrations[df x 10?3 and ing a probe size of 1-2 nm in order to obtain information about

[ x 1?5 m~2 for M2 and M3, respectively, are significantly ~changes in the concentration and coordination of the constitu-
less than the corresponding donor concentrations. This is con-€Nt €léments across the boundaries. Parallel EELS was used

sistent with strontium vacancies being the dominant compen- Primarily for examining changes in Ti and O coordination and

tors in th materials. aiven th lit EDX primarily to examine changes in Nb concentration. The
saors e doped materials, given the equality energy resolution of the EELS system had been measured pre-
Ng=ne+2[Vg] 2 viously as 0.4 eV.

where [/4] is the strontium vacancy concentration, as a special . RePresentative EELS spectra obtained from both the bulk

: ; P .+ SITiO; and the boundary in specimen M1 are shown in Fig. 4.
gar;s;a?.lf“the generalized neutrality condition for a perovskite The lack of a detectable change in thelJi, edge between the

] ] ) two regions is consistent with results obtained from a similar

(2) HRTEM and Diffuse Dark-Field Imaging undoped specimen by McGibbagt al.1® who were able to
HRTEM images were obtained at 200 kV using a JEOL conclude that the octahedral Ti—-O coordination is maintained

4000EX-1I microscope@, = 0.9 mm). Clear continuation of  across the boundary. However, McGibbetral 1° also noted a

Fig. 2. A typical region of an HREM image and the corresponding electron diffraction pattern with the incident electron beam down the common
[001] direction. This was obtained from the boundary in specimen M1.
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(b)

Fig. 3. Centered diffuse dark-field images obtained from (a) M1 and
(b) M2, with the objective aperture placed away from any diffraction
spots at an effective interplanar spacing of approximately 0.4 nm.
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Fig. 4. Representative EELS spectra from boundary and bulk regions

in M1.

change in the fine structure of thelOedge at the boundary and
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Fig. 5. (a) Typical EDX spectrum obtained from specimen M3. Nb
L, (2.166 kV) and_, (2.257 kV) peaks were not detected. (b) and (c)
show ratios of the areas under the peaks corresponding to O, Sr, and
Ti divided by the total area under the peaks for specimens M1 and M3,
respectively, for both bulk and grain boundary (GB) regions.

Bulk

beneath the peak corresponding to each element divided by the
area under all of the peaks added together are shown in Figs.
5(b) and (c) for specimens M1 and M3, respectively. There are
no convincing differences between the ratios for the bulk ma-

attributed this to distortions of the Ti—O bonds in the grain terial and the boundary in either specimen, although systematic
boundary region. Such a change in theK@dge between the  differences are present between the specimens because of the
boundary and the bulk was not observed in our data, possibly different specimen thicknesses examined. The lack of detect-
as a result of the poorer energy resolution of our system asable Nb segregation is in agreement with the results of Chiang

compared with that of McGibboet al 1> Spectra obtained from
specimens M2 and M3 were similar to those in Fig. 4, and also
did not show any differences between the bulk Srl&nd the
boundaries.

EDX spectra were obtained from both bulk and boundary
regions in specimens M1 and M3, with negligible specimen
drift occurring during acquisition of each spectrum. A repre-
sentative spectrum from the boundary in specimen M3 is
shown in Fig. 5(a). Nb, with it andL; peaks at energies of
2.166 and 2.257 kV, respectively, could not be detected in

and Takagi® as well as with a simple calculatibhof the
misfit energy associated with Rbsubstituting for T#*. A full

error analysis of the EDX data was carried out in order to
determine the maximum possible difference between the con-
centration of each element in the bulk material and at the
boundary in each specimen. The results are shown in Table I.
The procedure used to calculate the errors quoted in this table
is described in the Appendix. If the concentration of each
element were to change uniformly across a layer of width
d 0J0.5 nm, and if the probe diameter, 2s taken to be 3 nm

spectra obtained from any of the specimens. Ratios of the area(allowing for slight specimen drift), over which collection of
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Table I. Intensity Ratios Obtained from Areas Beneath Peaks in EDX Traces
Sample IO/ItotaI ISrlltotal ITi/IIO(Eﬂ INb/Im(aI

M1 Bulk 0.2269 + 0.0021 0.4822 +0.0021 0.2910 + 0.0021
B1 0.2346 £ 0.0021 0.4813 £ 0.0021 0.2841 +0.0021
B2 0.2302 £ 0.0021 0.4781 £ 0.0021 0.2917 £ 0.0021
B3 0.2349 £ 0.0021 0.4708 £ 0.0021 0.2943 £ 0.0021
B4 0.2331 £ 0.0021 0.4783 £0.0021 0.2886 + 0.0021
Bulk 0.2238 £ 0.0021 0.4801 + 0.0021 0.2961 + 0.0021

M3 Bulk 0.1718 £ 0.0014 0.5182 +£0.0018 0.3100 + 0.0017 0+ 0.0005
B1 0.1642 +0.0014 0.5245 +0.0018 0.3113 £ 0.0017 0+ 0.0005
B2 0.1581 +0.0014 0.5296 + 0.0018 0.3065 +0.0017 0+ 0.0005
B3 0.1573 +0.0014 0.5340 £ 0.0018 0.3087 £ 0.0017 0 +0.0005
Bulk 0.1612 £ 0.0014 0.5184 +0.0018 0.3204 £ 0.0017 0 + 0.0005

The number of counts recorded for each peak was greater than 10 000. B1, B2, B3, and B4 denote spectra obtained from the
boundariesls, = Isy +lsi, andly = Iyig, + lTiKB- The procedures used to calculate the errors quoted in this table are described in
the Appendix.

X-rays is assumed to be uniformly efficient, then to a good
approximation the contribution of the boundary will be a frac-

tion 2d/mrr of the total count for a given element. Thus, the

errors quoted in Table | correspond to upper limits for the

changes in composition between the bulk material and the
boundary in each specimen of 2 at.% for each of O, Sr, and Ti,
and 1 at.% for Nb.

(4) Fresnel Contrast Analysis

The TEM-based technique of quantitative Fresnel contrast
analysi§-®involves the matching with computer simulations of
a through-focal series of images of an interlayer examined in
cross section. To first order, the spacing and the contrast of the
Fresnel fringes visible at the layer are sensitive to the width and
the magnitude of the change in potential, respectively, while
the detailed changes in fringe contrast with defocus can be used
to determine the shape of the potential profile. The sensitivity
of the experimental Fresnel fringes to the form of the potential
generally increases as the experimental beam convergence is
decreased. The most serious limitations to the quantitative ap-
plication of the technique include the presence of contributions
to the contrast from inelastic scattering, which is difficult to
include in simulations, and the requirement for an accurate
value of the specimen thickness of the region analyzed. Ac-
cordingly, our data were energy-filtered to remove from the
images the electrons that had been inelastically scattered within
the specimen, and the specimen thickness was always deter-
mined accurately using weak-beam dark-field thickness
fringes.

Energy-filtered Fresnel series of the boundary in each speci-
men were obtained at 397 kV in a JEOL 4000FX microscope
(Cs = 2.0 mm,C, = 1.4 mm) equipped with a postcolumn
Gatan imaging filter (GIF). Care was taken to ensure that the Fig. 6. Fresnel contrast images of the boundary in specimen M3,
boundaries were vertical with respect to the incident electron taken at approximately 7 steps of 809 nm underfocus (a) and overfocus
beam, and that diffraction contrast from the bulk regions of "/
crystal was low. An energy-selecting slit of width 10 eV, cen-
tered on the zero-loss peak, was used to energy-filter the data.

The acquisition time for each image was approximately 5 s. in Figs. 6(a) and (b) arises from the low value of the experi-
The nominal microscope magnification was 4000, with the GIF mental beam convergence used, which was measured to be
providing a further increase in magnification of approximately 0.17 mrad for these images. This enables the data to be fitted
20. The images were captured onto a 512 x 512 pixel CCD to image simulations to high accuracy.

array at a sampling density relative to the specimen of approxi- Montages of the selected regions for specimens M1, M2, and
mately 0.3 nm per pixel, and the point spread function of the M3, which were taken at measured specimen thicknesses of 42,
CCD was deconvoluted from each image. The defocus step37, and 32 nm, objective aperture semi-angles of 3.8, 9.6, and
size between the images in each series was found to be 809 nn8.8 mrad, and measured beam convergences of 0.12, 0.21, and
from power spectra obtained from regions of amorphous car- 0.17 mrad, respectively, are shown as a function of defocus in
bon at the specimen edge close to the area of interest. Fig. 7. Significantly, the contrast from the undoped specimen is

Two of the images obtained from specimen M3 are shown in much fainter than that from the two doped specimens, indicat-
Fig. 6. These correspond to approximately seven steps of 809ing that the presence of niobium must be affecting the scatter-
nm underfocus and overfocus, respectively, with respect to ing potentials of the boundaries in the doped specimens. The
Gaussian focus. The region chosen for subsequent detailedooundaries in all three specimens exhibit a bright central fringe
Fresnel fringe analysis is shown boxed in both micrographs. underfocus and a dark central fringe overfocus. If by conven-
The objective aperture used for these micrographs had a semition the potential within the specimen is taken to be positive, so
angle of 3.8 mrad. The large number of Fresnel fringes visible that there are maxima at the atomic positions, the imaging
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Fig. 7. Montages showing the regions chosen for analysis as a func- _ ) ) . ) )
tion of defocus in (a) M1, (b) M2, and (c) M3, respectively. Fig. 8. One-dimensional projected Fresnel fringe profiles corre-
sponding to the montages shown in Fig. 7, together with the best-

. . . - fitti files.
behavior of the boundary relative to the bulk is characteristic of 1Hing proties

alower, less positive, scattering potential at the boundary rela-
tive to the bulk materiaf:® the potential wells in the simulations iteratively, at the same
A number of factors contribute to the measured change in time as refining the values of the experimental beam conver-
potential at an interface, as we discuss in Section IV. However, gence and the starting defocus value for each series. The fitting
it is instructive at this stage of the analysis to specify what procedure will be described in detail elsewh&téut briefly a
contrast we would expect if the contrast were to be dominated goodness-of-fit criterion (defined as the mean value of the
by the presence of a depletion, or space charge, layer. If spacesquared difference between the experimental and simulated
charge effects dominate the Fresnel contrast that we observefFresnel fringes) was minimized by varying the well shape and
then the presence of a lower scattering potential at the bound-microscope parameters using a multidimensional minimization
ary would indicate that the charge localized at the boundary is algorithm based on a geometrical figure linking vertices de-
negativeand the surrounding charge distributipasitive.This scribing the parameters being varied. Several starting configu-
would be the case for amp-n junction, in which thep-type rations of well width, shape, and depth were used in the cal-
layer is localized at the boundary and is bounded on both sidesculations in order to ensure that identical fitted potential
by n-type material and where the depletion layers are then profiles corresponding to global minima were obtained each
responsible for the sign of the charge distributions. (The sign of time.
the change in potential can be understood by analogy with an The potential profile was always included in the simulations
isolated atom, which corresponds to a localized region of posi- in the form of a difference of two exponentially decaying func-
tive charge and a wider distribution of negative charge, and for tions, so that if the dominant contribution to the potential were
which the spatially averaged potential is positide. indeed associated with the effects of space charge, the potential
The intensity in the experimental images shown in Fig. 7 could be interpreted directly in terms of the widths and the
was projected parallel to the direction of the boundaries. The charge densities of the narrower and the wider charge density
resultant one-dimensional line profiles of intensity against dis- distribution at the position of the layer. (Both segregant and
tance are shown in Fig. 8, together with best-fitting simulated free charge profiles at surfaces and interfaces are usually mod-
profiles. These were obtained using multislice calculati@ns eled as exponential distributions; see Section 1V(4)(C), for ex-
incorporating a slice thickness of 0.5 nm parallel to the electron ample). The imaginary part of the scattering potential was also
beam and a sampling density of 0.050 nm per pixel. Potential fitted, in the form of a constant fraction of the real part of the
profiles were included in the multislice calculations in the form potential. To first order, this describes the variation in the in-
of one-dimensional mean potential or “continuum’” modefs. tensity scattered outside the objective aperture across the po-
Only after best-fitting potential profiles had been obtained in sition of the boundary, a higher value of the imaginary part of
this manner was interpretation in terms of changes in compo- the scattering potential indicating greater scattering to large
sition, density, and space charge attempted. A Simplex algo-angles. The best-fitting potential profiles to the experimental
rithm!® was used to vary the width, the depth, and the shape of data are shown in Figs. 9(a) and (b). The corresponding pa-
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Fig. 9. Best-fitting potential profiles across the boundaries in the three specimens examined. In each diagram, the solid, dotted, and dashed lines
correspond to specimens M1, M2, and M3, respectively. The variation in the real and imaginary parts of the potential are shown in (a) and (b). The
electric field and charge density profiles obtained by applying Poisson’s equation to the potential profiles in (a) are shown in (c) and (d).

rameters describing the well widths and depths (denateyl considered to be a bulk dopant! It is particularly unusual that
are given in Table II. the real and imaginary parts of the fitted potential are opposite
in sign—a decrease in the real part of the potential is generally

IV. Analysis of the Potential Profiles associated witfessscattering to high angleés? This point will

be discussed further below.

Several inferences can be drawn immediately from the There are various possible origins for the change in the scat-
shapes of the profiles in Fig. 9 and the values of the fitted tering potential at an interface within a material, and several of
parameters in Table II: these may be present at once. We will therefore assess each one

(i) It is particularly interesting to observe that, while the of a number of possibilities systematically, in order to assess
well width decreases with increasing Nb concentration, the whether one possibility alone could account for the results or
well depth does not change monotonically. While the origin of whether a suitable combination is required. We will concen-
the variation in potential in each specimen is not known at this trate on the effect of changes in composition, density, and
stage of the analysis, this decrease in well width with increas- space charge on the scattering potential. However, we will not
ing dopant concentration is of significance. It will be shown consider the effect of dipole layers on the specimen surfaces,
below that most models for space charge layers predict that thewhich can affect the mean value of the scattering potential in a
width of the wider free carrier distribution should indeed de- material, are sensitive to the presence of adsorbed |&yars]
crease as the electrically active concentration at the boundarymay change across the specimen surfaces in the vicinity of the
increases. The magnitude &Y also depends sensitively onthe boundaries. The magnitude of this contribution requires further
spatial extent of the free carriers for a given value of the elec- investigation. We will also neglect the presence of leakage
trically active concentratiof? fields?2 outside the specimen, as their effect on Fresnel contrast

(i) The form of the imaginary part of the potential (de- has been shown to be negligible for the specimen thicknesses
scribing scattering to large angles) is also significant. It can be examined heré3
seen that the boundary in the undoped specimen, M1, scatters(l) Changes in Scattering Factor

negligibly outside the objective aperture in comparison with L X . .
the surrounding bulk SrTiQ This is in contrast to the marked The effect of variations in composition and density on the

increase in high-angle scattering at the boundaries in the doped®Cattering potential,, can be expressed using the equéifon
specimens, M2 and M3. The presence of niobium is therefore h2
associated with a change in the angular scattering behavior at ~ V, = 5mme E foi(0) )
the boundaries, despite the fact that niobium is conventionally e

atoms in
the unit cell

where() is the unit cell volumeh is Planck’s constantn, is
Table Il. Parameters Describing the Best-Fitting the electronic rest mass, aig(0) is the electron_ scattering
; - factor at zero scattering angle for each atom or ion in the unit
Potential Profiles ; -
cell. Since the bonding character between atoms affefty

Ay fwhm (nm)’ Absorption (fraction) - strongly but is difficult to include in computer calculations of
M1 -0.34 3.37 -0.002 V, for all but the simplest materiafs,we will consider here the
M2 -1.49 2.02 -0.090 extreme limits of materials that are either fully neutral or fully
M3 -0.96 1.35 -0.115 ionic. This approach is justified by the fact that we were unable

"Full width at half-maximum. to detect any differences in bonding character between the bulk
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SrTiO; and the boundaries using EELS. Valuesfg0) for Table IV. Percentage Decrease in
neutral and fully ionic Sr, Ti, O, and Nb calculated by Rsiz Density without a Change in
al.>®>are given in Table IIl. These will now be used to assess the Composition Required to Explain the
effect of a change in composition on the potential, given the Experimental Changes in Boundary
restriction on the allowed change in the concentration of each Potential for Both Neutral and lonic
species imposed by the EDX results. Scattering Factors

The calculated values &f, for fully neutral and fully ionic Density decrease (%)

SrTiO; with a unit cell of side 0.3905 nm are 22.3 and 15.1 V,
respectively. A simple increase in ionic character at the grain
boundary relative to the bulk material without a change in M1 1.5 2.3

composition would thus provide a decrease in scattering po- m% 2'% 2'2

tential. However, it is difficult to imagine that this is the sole . :

origin of the variation in potential observed in the experimental

data because bulk SrTiGs known to be almost fully ionié? _ _ ) _

Nb is predicted to substitute only for Ti as a result of both the such as a local increase in Nb concentration together with a
valencies and the ionic radii of the atomic spedik.is there- degree of disorder providing a decrease in density, would do
fore interesting to note that qualitatively an increase in the so. We will return to this point later, but for now turn to an
concentration of Nb substituting for Ti with a corresponding assessment of the possible contribution to the potential from
increase in the concentration of Sr vacancies to maintain chargespace charge.
neutrality would lower the scattering potential in the doped (4) space Charge
specimens, assuming that at sufficiently low Nb concentrations
the lattice parameter of the SrTi@ unchanged. Preliminary
calculations® using the thermal diffuse scattering routines de-

Sample Neutral lonic

In order to obtain an understanding of the parameters that are
required to describe the space charge layers that would repro-
. . : T : duce the experimentally measured potential profiles, we will
rived by Weickenmeier and Kol indicate that this would consider initially a simple model comprising one positive and

also explain the increase in scattering outside the objective one negative exponentially decaying charge density distribu-
aperture required to reproduce the sense of the absorption CON%ion at the boundary in each specimen, before examining mod-
trast measured for the two doped specimens. y

- : els based on Schottky barriers and Boltzmann statistics. The
However, quantitatively, the changes in the total Nb concen- : . o : :
tration at thg center of )t/he layer tghat would be required to static relative permittivity of SrTiQ e,, will be taken to be 300
reproduce the experimental values &% are significantly for all of the calculations presented beléafor reference, the
higher than the maximum increase of 1 at.% allowed from the electric field and the charge density that are obtained simply by

i : : i applying Poisson’s equation to the experimentally measured
EDX data. Specifically, if there isxat.% Nb substituting for : " A
Ti and an increase of at.% Sr vacancies to maintain charge potential profiles are shown in Figs. 9(c) and (d).

: ; . A) One Positive and One Negative Exponentially Decay-
neutrality, then the change in scattering potentid} would be ( ; e o -
given by the formula ing Charge Density Distribution: When fitting the experi

mental Fresnel fringes to simulations, a good fit to the experi-
AV, = 0.807{X (fy, — f1;) — Xfs} volts 4) mental data was provided by a potential profile that took the
o ) ) ) form of a difference between two exponential functions. This
and so for = 0.01, in line with the microanalysis data, chojce immediately provides an estimate for both the widths
AV, = -0.009 V for fully ionic material and =0.037 V for fully  and the magnitudes of the positive and negative charge density
neutral material. Therefore, this cannot be the sole origin of the gjstributions that would provide a fit to the experimental data.
observed changes in potential in the doped specimens. We will use the symbols, for the full width at half-maximum
(2) Changes in Density (ENhﬁTv)hOf thfe rr:arrqéver (negative) (r:]harged(?en_st.)ity_proth;%‘pr
The changes in density alone without a change in composi-t € m of the wider (positive) charge distribution, &g,

: . . for the electrically active concentration of each of these ex-
tion that would be required to reproduce the magnitudes of the ; . .
best-fitting potential profiles, such as would be associated with pressed as if all of the charge were concentrated into a single

- 4 .
the presence of an amorphous layer or an increase in diSOI’deIShe?]@ Values ofd, ?]f anr?NZD that f|téhe expenlmenﬁl data, b
at the boundaries, are shown in Table IV. Given that the dif- 2" the assumption that the measured potential profiles can be

ferences between the scattering potentials of fully crystalline accounted fosolelyby the contribution from the space charge

and fully amorphous ceramics of identical compositions are Eotentla_l, a(\jre glveln ml Table Y The \tlatl)u?smj,) Tgt;‘g%:g
usually of the order of 10%#if a change in density alone were 2e4r§qf(';g tare clearly ver;g.argte, a Ite V}l’?ﬁn Fon el
responsible for the measured potential profiles, the boundaries”: ittivit a]?rgs_lr_r_l ’ 25 a direct resuft o 'te I:g f rSe_?_ ve
would have a density corresponding to a material that is almost permi IVCIiy 0 L 'Q.d 02( cr(])mpag!son,_a ur|1||_ cell 0 Ir O
completely amorphous with widths of the order of the full projected onto the side of the cubic unit cell is equivalent to a

; : ; density of 1.9 x 18 atomsm™2.
widths at half-maximum quoted in Table Il. However, the pres- S . .
ence of such amorphous interlayers is at variance with our (B%) SChgnlk% Barnetr). Akn m:)erfakcgjll SbFI’aC§ ﬁhalr(gebgager
high-resolution images. can be modeled as a back-to-back double Schottky bafrier.

The simple theory for this assumes that the electronic boundary
(3) Changes in Both Scattering Factor and Density states are restricted to the interface plane, that the bulk material

From the discussion in the preceding two sections (IV(1) and iS homogeneously doped, that the dopant shows no change in
IV(2)), it is apparent that while no single contribution can Vvalency as a function of distance from the boundary plane, and
account for the experimentally measured valueA¥df a suit-

able combination of changes in scattering factor and density, Table V. Values ofd,, d,, and N, Fitted to the
. b ’ 2D

Experimental Boundary Potential Profiles

Table lll. Electron Scattering Factors (A) Sample dy (nm)! dr (nm)* Nap (M%)
at Zero Scattering Angle’ M1 0.03 2.25 1.03 x 1¥
[e) 1.98 G 4.10 M2 0.03 0.98 2.40 x 13
Sr 13.00 St 4.64 M3 0.01 0.87 8.16 x 1%
Ti 8.73 T 1.84 TFull width at half-maximum (fwhm) of the narrower (negative) charge density
Nb 10.70 NB* 3.08 profile. *fwhm of the wider (positive) charge distributioPElectrically active con-

centration of each of these expressed as if all of the charge were concentrated into a
TFrom Ref. 25. single sheet.
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that the depletion of the free carriers has a box-type profile.
The height of the potential barrier across the boundary is then
given by

ez NW

2808, ©®)
whereNjy is the donor concentratiom, is the permittivity of
free spaces, is the static relative permittivityz is the effective
charge of the donors, ail is the width of the depletion layer
on one side of the boundary. The Debye length,can be used
as a measure ai.142°For the situation we have here, where
the grains ar@-type and the boundary stype,L; is given by

the expression
goe kg T\ 12
7Ny

wherekg is Boltzmann’s constant and is the absolute tem-
perature. Values ofl2, and ¢ for a total back-to-back deple-
tion layer width equal to 2, for M2 and M3 calculated from
the above equations for temperatures of 300 and 1600 K as-
suming a value for of +1 are given in Table VI. While the
sense of the change ih is correct, the magnitudes predicted
are much lower than the observed values, and the widths of the
depletion regionsW, over which any changes in scattering
factor would have to occur to makiethe same as the observed
values are also too large, as a consideration of Egs. (5) and (6

D=

(6)

not in equilibrium at 300 K but are instead representative of
specimens equilibrated at higher temperatures, e.g., 1600 K
because of the cooling history of the bicrystal specimens (see,
for example, discussion on this topic elsewhéfe)he data
cannot be manipulated to explain our observations. This model
will therefore not be considered further.

(C) The Approach of Kliewer and Koehlét: In this
model, the boundary is assumed to act as a perfect source an
sink for ionic defects that are dilute everywhere, and the con-
centration profile of each species is described using Boltzmann
statistics3*32 Using the notation of Kiger and Vink32 intrin-
sic defects in the form of O, Sr, and Ti vacancies in pure
SrTiO; are denoted by the symbolss, Vs, andVy;, respec-
tively. The height of the potential barriep, is obtained using
a statistical mechanics approach. This has been applied to prob
lems similar to that considered here by both Desu and Payne
and Chiang and Takagf,although unlike in the present work

ramic Society—Mao et al. Vol. 81, No. 11
There is disagreement in the literature on the magnitude of the
defect formation energieAGg,, AGy;, and AG, (see for ex-
ample, Refs. 30 and 34), but the limiting cases in these equa-
tions provide useful guides as to whether our experimental data
can be rationalized in terms of a dominant contribution to the
potential observed from space charge.

In donor-doped SrTiQ as is the case for specimens M2 and
M3, the donors are compensated by both electrons and Sr va-
cancies with vacancy compensation preferred at high oxygen
pressures during growft. The space charge potential then
takes the forr¥f

where the values of\$] can be obtained from the resistivity
measurements given in Section 1l aNds the number of St
ions per unit volume. Thus, as the concentration of strontium
vacancies increases, e.g., from M2 to M3, we would expect that
the space charge potentié(e), which is opposite in sign to
AV, would increase, contrary to what we observe experimen-
tally, because the magnitude &Y decreases going from M2 to
M3 (see Table Il). Specifically, if¥g,] in M3 is 10 times that
in M2 (cf., the resistivity measurements in Section lll), then
Ad = d(®)yz — d(*®°)y, = +0.030 V at 300 K and +0.159 V
at 1600 K, rather than the observed —-0.53 V.

The width of the space charge layer can be expressed using

[Vs:
N

o) =5{ AGs + T ©

G generalized Debye length
shows. Furthermore, even if it assumed that the specimens are

€08 kBT

1/2
L~ =
° ( ezzzizni(oc) >

wherez is the effective charge of each extrinsic defect and
n,(«) the bulk concentration of each extrinsic defect. To a good
approximation,p(x) will decay exponentially (or faster—see

(10)

(t]he discusison in Ref. 31) with distaneérom the boundary as

6(x) = 4>(oo>[1 - exp([—z)} (11)

so that 25 can be used as a measure of the width of the
depletion layer. The concentration of each defect can be written

to a good approximation as
m(X) = () eXp( ) (12)

these authors did not measure the experimental changes in

potential at their boundaries directly. Following the methodol-
ogy of these authors, IAGg, AGy;, and AG, are the free
energies of formation of Sr, Ti, and O vacancies, respectively,
the height of the potential barried(«), for differing limiting
cases in pure SrTiQis given by the expressions

ed() = %(AGSr_ AGo +kgTIn 3) (AGy; >> AGg,, AGo)
@)

eb(o0) = % ( AGy; -~ AGg +ksTn g ) (AGg,>> AGy;, AGy)
(8)

Table VI. Values of Twice the Debye Length (2ly) and
Potential Barrier Height (&) for the Depletion Layer Width
Equal to the Debye Length, Obtained Using the Schottky
Potential Model for T = 300 and 1600 K

300 K 1600 K
Sample 2Lg (nm) ¢ (V) 2Lp (nm) ¢ (V)
M2 10.3 -0.013 24 -0.069
M3 3.3 -0.013 7.6 —-0.069

~Ze[d(X) — ()]
ke T
The effect of the concentration of each segregant or defect
on the potential was included in the calculations in the form
of both a change in scattering factor using Eq. (3) and a
space charge contribution using Eq. (12). In lieu of any values
for AGg,, AGy, and AG, quoted in the literature, values of
AGg, = 1.0 eV andAGq 1.4 eV quoted by Desu and
Payné“ for BaTiO; were used forAGg, and AG,, respec-
tively, given the close similarity between the structures of Sr-
TiO; and BaTiQ. However, we have assumed that the value
for AGy; of 0.8 eV quoted by Desu and Payféor BaTiO; is
unrealistically small for SrTiQ(see, for example, the comment
by Chan, Sharma, and Smytlhon V7; being unfavorable and
the discussion by Chiang and Tak&yiand have used Eq. (8)
to provide the height of the potential barrier in pure SrJiO
Results of calculations are shown in Table VIl for three
temperatures—300, 1200, and 1600 K—at which equilibrium
might have been achieved. If Eq. (12) is taken to be a suitable
representation of the concentration of niobium as a function of
distance from the boundary in M2 and M3, then the magnitudes
of the potential barrier calculated from Eg. (9) for both M2 and
M3 at 300 K would necessitate gross segregation of niobium to
the bicrystal boundaries within the Debye length, contrary to
what we have observed from EDX. If we take equilibration to
occur at a higher temperature, such as 1200 or 1600 K, or vary
the values forAGg, and AG,, agreement between the experi-
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Table VII. Predictions from the Theory of Kliewer and
Koehler®! for Values of Twice the Debye Length (2) and
Potential Barrier Height (&) for T = 300, 1200, and 1600 K

300 K 1200 K 1600 K
Sample 2Lj (nm) $ (V) 2Ly (nm) & (V) 2Ly (nm) é (V)
M1 0.107 0.128 0.138
M2 6.0 0.401 12.0 0.105 14.0 -0.028
M3 1.9 0.430 3.9 0.220 4.3 0.128

"We have assumed here th¥Bs, andAG,, take value\Gg, = AGg, = 1.0 eV
andAG, = 1.4 eV quoted forAGg, and AG,, for BaTiOs;,** because of the close
similarity structurally of SrTiQ and BaTiQ.

mental data in Table Il and the theory remains elusive, al-
though a fit can be obviously forced for the potential barrier
height for M1 for a suitably high assumed difference between
AGg,andAGg. Thus, our conclusion from these calculations is

that, while space charge effects at the boundaries can contrib
ute to the Fresnel fringe contrast that we have observed and
hence to the potential profiles that we have deduced, they can-

not be the sole contribution. This is perhaps not too surprising;
Kliewer and Koehler's theof} is for an equilibrium segrega-
tion situation at a free surface. Here, equilibrium and nonequi-

librium segregation are both possible, depending on the detail

of the thermal history of the samples prior to examination in the
transmission electron microscoffe3*and grain boundaries are
internal, rather than free, surfaces.

V. Discussion

It is encouraging that the contribution to the specimen po-
tential from space charge might account for a large proportion
of the magnitude of the experimentally observed potential pro-
file in the undoped specimen M1. The fact that a further de-

crease in scattering potential is required to match the potential )

profiles exactly for this specimen from our calculations in
Table VII and that diffuse dark-field images indicate the pres-

ence of amorphous or disordered material at the position of the

layer would be consistent with this explanation.

The measured potential profiles for the doped specimens are
clearly affected strongly by the presence of Nb and are more
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to which there is a rigid lattice shift across the boundaries, as
compared with models of predicted boundary structures, from
a careful extrapolation toward the boundary of lattice fringes
obtained from perfect regions of crystal on either side of the
layer, using an approach similar to that of Woeidal3° The
results of such an investigation will be presented elsewhere.

VI. Conclusions

The local changes in potential across tilt boundaries in un-
doped and Nb-doped strontium titanate bicrystals have been
measured directly using phase contrast techniques in the TEM.
These have been interpreted in detail. Our analysis of the po-
tential profiles shows that space charge cannot be the sole
origin of the measured changes in potential in either the un-
doped or the doped specimens. In all three samples, lattice
fringe contrast was continuous across the tilt boundaries. High-

angle scattering at the position of the boundary in the doped

samples would be consistent with an increase in the core in Nb
for Ti. However, the EDX data put an upper limit on the change
of 1 at.% if it is assumed that the Nb is averaged over a layer
of representative width 0.5 nm at the boundary.

APPENDIX

In estimating the errors in the intensity ratios quoted in Table
I, it has been assumed that the errétg, dlg, anddl; in
the intensitied, |, andl4; of the counts recorded for each
peak are the square root of the number of counts recorded; i.e.,
it has been assumed that the intensities obey Poisson distribu-
tions. Furthermorég, = lgy + gk andly = Ik + ik
The error in the counts for hiobium has been taken to be the
square root of the background intensity at the position of the
niobium peak in the spectrum.

The errors in the intensity ratios quoted in Table | have then
een calculated for O, Sr, Ti, and Nb from the standard formula
whereby ifqis a function of several variables. . . ,z each of
which is measured with small uncertainties . . . ,dz, then the
uncertaintydq in q is defined by

k] 2 0 271172
Bq:[<a—?(8x> + ..+<8—282)}

difficult to understand, particularly in view of the fact that the
EDX spectra indicate that the change in Nb concentration be- for independent random errof® Thus, for example, ifj =
tween the bulk material and the boundaries must be less than 4 (15 + Ig, + I + lome) = o/liorar Wherel e, denotes the
at.%. The depths of the measured potential profiles cannot besmall sum of counts not attributable to O, Sr, and Ti recorded
accounted for by any individual contribution to the change in in the spectrum above the background and whegg is the
potential from those considered, and in particular neither the total number of counts above the background,

presence of a space charge layer nor a decrease in density
without a change in composition, as suggested by the diffuse
dark-field images, can account for the experimental contrast.
However, it should be noted that the decrease in the widths of
the measured potential profiles with increasing dopant concen-if it is assumed thadl ., is negligible in comparison withl o,
tration is consistent with an interfacial potential that can be 3|, andsl;.

explained at least partly by the effects of space charge, evenif For Nb, where a peak could not be discerned from the back-
they do not dominate the depths of the observed potential ground in the EDX spectrum, but where an erdty, can be
wells. Although the EDX spectra also preclude the presence of defined, we can choosg = |/l SO that

a sufficient change in the concentration of Nb substituting for

Ti that would be required for the potential to be dominated by
changes in scattering factor, it is particularly interesting to note dq =
that the presence of a small degree of Nb segregation would
account for the increased scattering out of the objective aper-which for I, - 0 becomes simply
ture observed at the positions of the layers.

The above observations must also be consistent with the
continuation of lattice fringe contrast observed across the
boundaries. It is thus most likely that the depths and the widths
of the potential profiles measured at the boundaries in the Thus, for example, for sample M3, spectrum B2, 13 211 counts
doped specimens can be accounted for partly by a space chargavere recorded at the position of the O peak, together with
potential, partly by the substitution of Nb for Ti, and partly by 42 840 at the positions of the Sr peaks and 24 717 at the po-
the presence of amorphous material or an increase in disordersition of the Ti peaks. Stripping the background noise from the
at the boundaries. In order to assess the latter contributionspectrum gave corrected counts (intensities) for O, Sr, and Ti of
guantitatively, one approach would be to determine the degreel, = 12059,lg, = 40396, and; = 23377, together with 448

8q = 2_[(|Sr+ ITi + Iother)2 6|é + |(2)(6|§r+ 8'%)]1/2
total

1

2812 12 (82 2 212
[0+ lsr* i + lotned” 8lp + INn(Blo + 815, +81%)]
total

3l
5q = Nb

total
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other counts above the background, giving a total count of
liotal = 76280.

If we take the counts recorded under a peak, including the
noise, to estimatél, dlg, anddl;, then it follows thadlg =
115,815, = 207, andl; = 153. The background counts at the
position of the niobium peak were 1268, so thgt, = 36.
Hence it follows that by using the above equatiogh ..,
0.1581 + 0.0014/ g /lio = 0.5296 + 0.0018)1i/lig =
0.3065 * 0.0017, andly/liors = £0.0005.
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