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Abstract

We have made a thorough comparison of the ability of image simulations to predict the contrast in high-resolution electron microscope lattice

images of GaAs. Simulations of the diffracted beam intensities from thickness fringes generally agreed with observations to within �20% over a

range of GaAs thicknesses up to 150 nm. Likewise, simulations of lattice images agreed qualitatively with experimental lattice images over a range

of defocus and sample thicknesses up to 20 nm. However, using the same parameters as for the diffracted beam intensities, lattice fringe amplitudes

were calculated to be typically two to three times higher than observed experimentally.
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1. Introduction

With quantitative high-resolution electron microscopy, it

should be possible to determine atom positions and types by

comparison of focal series of images with simulations.

However, most investigations have found that the contrast in

experimental images is usually much less than is predicted by

simulations, typically by a factor of around three [1–3]. This

problem is under active investigation and possible causes of this

discrepancy have been discussed [4]. Investigations have shown

that diffracted beam intensities, as measured either on

convergent beam patterns or thickness fringes, can be predicted

well at high thickness [5]. This suggests that the discrepancy

lies either in the calculation of diffracted beam intensities at low

thickness, or in the high-resolution imaging part of the

calculation of lattice images where the effects of the objective

lens are included [6–8].

In this paper, we aim to narrow down the possible errors in

simulations by measuring both thickness fringe profiles and

lattice fringe intensities from the same material, a 908 cleaved

wedge sample of GaAs. Our aim is firstly to determine as many
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as possible of the simulation parameters independently of the

experimental images, then match the remaining parameters to

experimental thickness fringe profiles from a range of

diffracted beams. This provides us with a set of simulations,

which we can be sure reproduce the diffracted beam intensities

as a function of thickness well. We then use these parameters to

simulate lattice images for comparison with experimental

lattice fringe amplitudes.

2. Experimental

In this experiment two Philips CM300 FEG electron

microscopes operated at 297 kV was used to record thickness

fringes and lattice images from GaAs 908 cleaved wedge

specimens in the h0 0 1i orientation. Images were energy

filtered using Gatan imaging filters with a slit width of 10 eV,

which is narrow enough to exclude all plasmon scattering, but

will not exclude phonon scattering. The 908 angle of this

specimen means that the crystal thickness can be easily

determined as twice the distance from the edge of the specimen

and the cleaving process minimises contamination and surface

damage.

Bright-field and dark-field images of thickness fringes were

taken for all four 2 0 0, 2 2 0 and 4 0 0 reflections using an
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objective aperture of radius 5.0 mrad. The dark-field images

were taken by displacing the objective aperture to the respective

beam rather than tilting the incident illumination. While such

non-centred dark-field images suffer a slight loss of resolution

with respect to centred dark-field images, this method does

ensure that the orientation of the incident beam with respect to

the crystal is exactly the same for all images. Thickness fringe

profiles were simulated using the EMS [9] Bloch wave program

bz2.

A focal series of 10 energy-filtered high-resolution images

was taken at the h0 0 1i zone axis with an objective aperture of

radius 17.6 mrad (8.9 nm�1 radius, includes 4 2 0 but excludes

4 4 0) used to provide a known maximum scattering angle. The

defocus and astigmatism of each image was determined from

the amorphous surface layer by the phase correlation and focal

series reconstruction method of Meyer et al. [10]. Images were

simulated using the EMS [9] multislice program ms1 for

thickness steps of 0.565 nm assuming parallel surfaces and

image processing carried out using Semper [11], with both

programs running on a Silicon Graphics workstation. 2 0 0,

2 2 0 and 4 0 0 lattice fringe amplitudes were determined from

Fourier transforms of 2 � 2 unit cell areas cut from the

experimental and simulated images [12].

3. Thickness fringes

Sections of the experimental bright-field and dark-field

thickness fringes were projected over a distance of 150 nm

parallel to the edge of the crystal using Semper and are shown

as solid lines in Fig. 1. All intensities were normalised so that

the incident intensity is 1. The thickness fringes from each set

of symmetry related reflections were not the same, suggesting a

small degree of crystal tilt.
Fig. 1. Thickness fringe intensities as a function of sample thickness for (a) 0 0 0, (

[0 0 1]. Experimental measurements are shown as solid lines and simulations as dotte

the other three profiles differed owing to the presence of a small amount of crysta
For simulating the thickness fringes we need to determine

the Debye–Waller factor, absorption and crystal tilt that best

match all the thickness fringe images. The Debye–Waller factor

determines the spacing of the thickness fringes, the absorption

changes the rate at which the intensity decays with thickness as

well as affecting the thickness fringe spacing, while the crystal

tilt affects the fringe spacing and the asymmetry between

opposite pairs of reflections. Finding a consistent set of values

requires trial and error starting from values reported elsewhere.

Debye–Waller factors typically used for GaAs are 0.0062 nm2

for Ga and 0.0049 nm2 for As [13,14], 0.0066 nm2 for both

[15,16] and 0.01 nm2 for both [7]. Our value of 0.01 nm2,

found by fitting our thickness fringes, is the same as that found

by Dunin-Borkowski et al. [7] for a similar thickness fringe

experiment and is significantly larger than the values

determined by other methods. That this value is larger than

expected suggests the possibility of beam damage as found by

Dunin-Borkowski et al. [7]. Reported values for absorption

ðV 0g=VgÞ range from 0.05 [17,18] to 0.07 [7] with our value

being 0.077. Absorption models the loss of electrons from the

elastically scattered beams by all mechanisms, with phonon

scattering and plasmon scattering being the most significant.

The amount of phonon scattering present in the images will

depend on the objective aperture size used and this will explain

some of the variation between reported values. The crystal tilt

that best fitted the asymmetry between the beams was

0.44 mrad.

The experimental and simulated thickness fringe intensities

agree over most of the thickness range to within about 20%.

The most significant discrepancies are at the first thickness

fringe (dark in bright-field and bright in dark-field) for the 0 0 0

and 2 2 0 reflections and to a lesser extent at other maxima and

minima. This is significant because it is at a thickness used for
b) 2 0 0, (c) 2 2 0 and (d) 4 0 0 beams for a 908 wedge shaped GaAs crystal at

d lines. An example of one of the four equivalent reflections for (b)–(d) is shown;

l tilt.
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Fig. 2. Mean intensity of the GaAs lattice fringe image at defocus �40 nm.

Solid line, experimental image; dotted line, simulation.
lattice imaging and is consistent with previous findings [7].

Even so, the greatest discrepancy is about a 15% overestimate

for the 2 2 0 beam at 15 nm. The average level of the 2 0 0 and

to a lesser extent the 4 0 0 beams is experimentally higher

than the simulations, most likely due to the contribution from

the thin amorphous surface layer. In addition, there is a small

peak in the 2 0 0 intensity near the specimen edge that

probably also comes from the amorphous layer. At its

maximum, the 2 0 0 beam intensity is only about 0.006 (cf.

the 2 2 0 beam, 0.12), so that its contribution to a lattice image

will be small.

4. Lattice images

For simulating lattice images there are many more parameters

that need to be determined than for diffracted beam intensities.

As far as possible these were determined independently of the

images being simulated. The focal spread (5 nm) was determined

from the energy width of the zero loss peak in an energy loss

spectrum. The beam divergence (0.6 mrad) was a typical value

determined from other sets of images taken under the same

conditions. Although this is rather large for a field-emission gun

microscope, beam divergence has only a small effect on images

close to focus. The Debye–Waller factor used (0.01 nm2 for both

Ga and As) was determined from the best fit to the thickness

fringe intensities. Beam tilt was assumed to be zero because the

microscope was aligned to the coma-free axis before the lattice

images were taken.
Fig. 3. Experimental and simulated lattice images from the edge of a GaAs crystal id

(c) �89 nm.
Some parameters could not be determined independently

and had to be determined from the experimental images.

Phonon scattering occurs between the beams in the diffraction

pattern. Thus absorption will be lower than the value

determined for the thickness fringes (0.077) because with a

larger objective aperture (17.6 mrad) more phonon scattering is

included. As a result, the absorption value used (0.055) was

determined to match a plot of the mean intensity of the lattice

images versus thickness (Fig. 2). The lattice images were taken

in a different session and on a different microscope to the

thickness fringe images, so the crystal tilt needed to be re-
entical to that used for Fig. 1 and taken with defoci (a)�40 nm, (b)�64 nm and
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Fig. 4. 2 0 0, 2 2 0 and 4 0 0 lattice fringe amplitudes measured from the three experimental (solid line) and simulated (dotted line) images in Fig. 3. An example of

only one of the two perpendicular lattice fringes is shown for each beam.

Fig. 5. Ratio of mean simulated lattice fringe amplitude to mean experimental

lattice fringe amplitude of the three defoci shown in Fig. 4. This ratio (the

Stobbs factor), which for a perfect match would be 1 at all thicknesses,

represents the amount by which image simulations overestimate the experi-

mental fringe amplitude.
determined. It was found by trial and error based on a

comparison of the pattern of the lattice images and the plots

of lattice fringe amplitude versus thickness (particularly the

minima in these plots) with simulations at all defocus values.

Vibration is generally the most difficult parameter to

determine independently. It covers any effect that removes

high-frequency information from the final images such as

sample vibration and imperfections in the imaging system. Its

effect on diffractograms of amorphous material is very

similar to that of focal spread and is often masked by beam

convergence. Our approach was to assume all aspects of

vibration, including the point-spread function of the detector,

could be modelled as a gaussian damping of the high

frequencies in the image. Thus, vibration will affect the

amplitude of the 4 0 0 fringes much more than that of the

2 2 0 or 2 0 0 fringes. We thus chose a value of vibration

(0.02 nm) that gave a similar ratio of simulated to

experimental fringe amplitudes for the 2 0 0, 2 2 0 and

4 0 0 fringes for all defoci. By doing this we are in effect

using the vibration to reduce the simulated 4 0 0 fringe

amplitudes to a value nearer to the experimental 4 0 0 fringe

amplitudes and making the assumption that this is valid.

Lattice images and selected simulations for three of the

defoci (with the change of exit surface defocus with thickness

allowed for) are shown in Fig. 3. It can be seen that

qualitatively the pattern of the simulations matches the

experimental images over the full range of thickness and

defocus rather well. For most defoci the 2 2 0 fringes are

strong near the specimen edge and the 4 0 0 fringes strong at

about 15 nm thickness where the 0 0 0 beam is at a minimum.

The effects of crystal tilt become more obvious in the thicker

regions and are reflected in the simulations (e.g. �40 nm
defocus at 20 nm thick and �89 nm defocus and 20 nm

thick).

2 0 0, 2 2 0 and 4 0 0 lattice fringe amplitudes as a function

of thickness for both the experimental and simulated lattice

images are shown in Fig. 4. The positions of the minima in all

three-lattice fringes agree well with the experimental lattice

fringe amplitudes, although the experimental minima are less

well defined. Likewise the relative amplitudes of the 2 2 0 and

4 0 0 fringes agree well. The experimental 2 0 0 fringe

amplitudes show very poorly defined minima and appear as

a gradual rise in amplitude in contrast to the oscillations in the

simulated 2 0 0 fringe amplitude.
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However, the most significant discrepancy is in the overall

fringe amplitudes, which are about two times greater in the

simulations than in the experimental images. This can be seen

more clearly in Fig. 5, which plots the ‘‘Stobbs factor’’, the ratio

of the simulated to experimental fringe amplitudes as a function

of sample thickness averaged over all defoci. We see that the

Stobbs factor is similar for the 2 0 0, 2 2 0 and 4 0 0 lattice

fringes. This is a consequence of the method used to determine

vibration and is consistent with the observation that the Stobbs

factor is the same for different spatial frequencies as found by

Boothroyd for amorphous carbon [19].

We also see that the Stobbs factor increases with specimen

thickness from a value of around 1 at 5 nm to between 2 and 4 at

25 nm. This strongly suggests that surface effects, such as the

obvious amorphous layer or surface reconstructions, are not the

cause of the Stobbs factor as these would be expected to have a

smaller contribution at high thicknesses.

5. Conclusion

Once again, we find that after careful comparison, simulated

lattice fringe amplitudes are larger than experimental lattice

fringe amplitudes. This is so even though all of the beams

contributing to the image intensity were measured via thickness

fringes and found to be predicted correctly to within about 10%.

We must conclude that the error lies in the calculation of the

effects of the objective lens or the addition of stray scattering,

not in the calculation of the beam intensities. We also find that

the ratio of the simulated to experimental lattice fringe

amplitude increases with sample thickness. This suggests that

surface effects are not responsible for the discrepancy.
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