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ABSTRACT

The performance of a direct detection camera (DDC) is evaluated in the context of off-axis electron
holographic experiments in a transmission electron microscope. Its performance is also compared di-
rectly with that of a conventional charge-coupled device (CCD) camera. The DDC evaluated here can be
operated either by the detection of individual electron events (counting mode) or by the effective in-
tegration of many such events during a given exposure time (linear mode). It is demonstrated that the
improved modulation transfer functions and detective quantum efficiencies of both modes of the DDC
give rise to significant benefits over the conventional CCD cameras, specifically, a significant improve-
ment in the visibility of the holographic fringes and a reduction of the statistical error in the phase of the
reconstructed electron wave function. The DDC's linear mode, which can handle higher dose rates, allows
optimisation of the dose rate to achieve the best phase resolution for a wide variety of experimental
conditions. For suitable conditions, the counting mode can potentially utilise a significantly lower dose to
achieve a phase resolution that is comparable to that achieved using the linear mode. The use of multiple
holograms and correlation techniques to increase the total dose in counting mode is also demonstrated.

© 2015 Published by Elsevier B.V.

1. Introduction

The advent of commercially available direct detection cameras
(DDC) for transmission electron microscopy (TEM) offers the ca-
pacity to reduce the noise level in images and diffraction patterns
to essentially that of the Poisson noise of the electron beam. While
conventional charge-coupled device (CCD) cameras used in TEM
rely on fibre-optically coupled photons as intermediate signal
carriers in order to separate and hence protect the complementary
metal-oxide semiconductor (CMOS) technology from the beam
electrons, DDCs operate via the production of electron-hole pairs
generated directly by the beam electrons impinging on a back-
thinned CMOS structure. For sufficiently low dose rates, their de-
sign can enable significant improvements in the detective quan-
tum efficiency (DQE) and the modulation transfer function (MTF)
compared to conventional CCD cameras [1-3]. Hence, the existing
literature on DDCs is predominantly focused on structural biolo-
gical applications, where obvious advantages are gained under the

* Corresponding author.
E-mail address: shery.chang@asu.edu (S.LY. Chang).

http://dx.doi.org/10.1016/j.ultramic.2015.09.004
0304-3991/© 2015 Published by Elsevier B.V.

necessarily low dose conditions, e.g., typically <10 e~ A% For ex-
ample, DDCs have been utilised for resolving high-resolution
structural information in biological materials in cryo-EM [4-6].
Consequently, the characteristics of DDCs at dose rates and spatial
resolutions applicable to biological materials are already docu-
mented. In many other areas of TEM, the dose rate used is typically

of the order of 1000 e- /5\_2, and the spatial resolution can vary
from better than 1A to a few nanometers. Hence, in these con-
texts, which includes off-axis electron holography, there have been
no demonstrations of DDCs to the best of our knowledge.

Here, we evaluate the applicability and performance of a DDC
for off-axis electron holography in TEM, which is an established
technique for measuring the electrostatic and magnetic properties
of materials and devices. The technique allows the phase shifts
experienced by the electron beam wavefield to be reconstructed
and uses them to map the spatially varying electric or magnetic
field of the sample. In order to measure the increasingly weaker
electric and magnetic fields generated from nanomaterials, it is
necessary to improve the resolution of the reconstructed phase for
a given spatial resolution. Here we evaluate the phase resolution
afforded by employing a DDC and compare it with that obtained
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with a conventional CCD camera.

The phase resolution in an electron hologram is governed pri-
marily by two competing factors: the transverse spatial coherence
and the electron dose. In the past, improvements in phase re-
solution have been made with the use of brighter electron sources
[7-10] and by increased microscope stability which enables longer
exposure times and hence a greater total dose [11]. Greater total
doses and hence better phase resolution have also been achieved
by combining data from multiple holograms [12-17]. In previous
work [18], we reported the optimum dose rate and exposure time
to achieve the best phase resolution for a given instrument and
spatial resolution. In that work, the instrument was fitted with a
conventional CCD camera and it was justifiably assumed that the
camera performance was independent of dose rate (within rea-
sonable limits). Since DDCs can offer an improved MTF and DQE,
with the caveats that these quantities can be dose-rate dependent
and that their optimum performance requires low dose rates, it is
the aim of this paper to evaluate the performance of a DDC and
discuss its potential for off-axis electron holography.

2. Background

The DDC used in this study is the K2 Summit (Gatan, Inc.). It has
3838 x 3710 pixels, with a pixel size of 5 pm. The camera can be
operated in three different modes: “counting”, “super-resolution”
and “linear”. In the former two modes, the underlying frame rate is
400 Hz (regardless of the frame rate set by the user). In the
counting mode at a low dose rate, individual incident electrons are
identified and digitised as a discrete count at a particular pixel.
Higher dose rates mean that there is a significant probability that
more than one electron is incident within a cluster of neighbour-
ing pixels per 1/400 s frame, and since the counting algorithm
used by the K2 cannot distinguish between single or multiple
electron events, this results in so-called “coincidence losses”.
Therefore, the counting mode MTF and DQE are highly dependent
on the dose rate. For example, at 1 e~ pixel-!s-! (eps) the DQE at
zero spatial frequency is nearly equal to unity, but at 10 eps it
decreases by over 14% [3]. The super-resolution mode shares many
similarities with counting mode, except for the crucial point that
the resolution dictated by the physical pixel size is overcome by
using an algorithm that locates the position of incident electrons
to sub-pixel accuracy, resulting in images composed of four times
as many pixels (7676 x 7420). This results in a further increase of
the MTF compared to counting mode, though the increase is per-
haps not as large as would be expected, and occurs at the cost of
four times the (already very large) amount of data. Therefore, in
this paper we do not explicitly consider super-resolution mode. In
contrast to the counting mode, the linear mode of the K2 operates
by accumulating the charge carriers generated by the impinging
beam electrons during a user-set exposure time, which is then
read out to provide an image. The latter mode is somewhat akin to
conventional CCD cameras, though the readout time of the K2 is
much shorter and does not require beam blanking, which is also a
very significant advantage for many applications including elec-
tron holography.

Due to its ability to count individual electron events, the
counting (and super-resolution) mode of the K2 camera is essen-
tially free of readout noise, except for extremely low dose rates,
i.e,, <0.1eps. For dose rates between 1 and 15 eps, it has been
demonstrated to have high MTFs [2]. At dose rates higher than
20 eps, the MTF drops significantly due to coincidence losses [1,3].
In contrast, the linear mode, while not offering the benefits of
single electron counting, is capable of dose rates similar to those of
a conventional CCD camera, and does not suffer from coincidence
losses. In addition, the absence of fibre optics in the DDC means

that the pixel-scale distortions usually present in conventional
CCD camera images are absent. Hence in the context of off-axis
electron holography, the a posteriori correction for such distor-
tions is not required.

In the present work, the performance of the K2 counting and
linear modes is directly compared with that of an UltraScan 1000
XP CCD camera (Gatan, Inc). The latter camera has 2048 x 2048
pixels with a 14 pm pixel size.

3. Methods

The experiments were carried out using a Titan 80-300 FEG-
TEM (FEI Co.) operated at 300 kV. The microscope was equipped
with an ultra-bright X-FEG electron gun, and two biprisms located
in the first and second selected area aperture planes, separated by
an “extra lens”. Both cameras were mounted on the TEM with the
K2 located downstream of the UltraScan. The microscope was
operated in the standard mode with the objective lens turned on
(as opposed to Lorentz mode where the objective is off). Blank
holograms (no specimen) were recorded using the second biprism
with the extra lens off (the first biprism was not used). The biprism
voltage was set to 150 V, which produces a fringe spacing of 83 pm
at the specimen plane. The magnification was 180 kX for the K2
(pixel size corresponding to 16.6 pm at the specimen plane) and
450 kX for the UltraScan (a pixel size of 17.3 pm at the specimen
plane). The relative values of these magnifications were chosen to
compensate for fact that the two cameras have different physical
pixel sizes and are located in different optical planes. Hence, the
sideband positions are at 0.20 pixel ~' for the K2 and 0.21 pixel !
for the UltraScan, i.e., the number of pixels per holographic fringe
is very similar. This enables us to attribute any differences in the
camera performances solely to their MTF and DQE performances.
The calibrated values of the magnifications enabled us to track and
hence correct any drift of the hologram throughout the
experiment.

Although the above experimental conditions are suitable for
electron holography at high spatial resolution, as described later,
our results are applicable to other conditions, e.g., Lorentz mode
(objective lens off) conditions suitable for magnetic field
measurements.

Details regarding the Fourier processing of holograms can be
found in Reference [18].

For simplicity, all of our experiments used round illumination
and the beam intensity was varied using the C2 lens excitation
only. The electron doses mentioned throughout this paper were
calculated from the central regions of the holograms where in-
tensity fluctuations from Fresnel fringes are minimised. For the
UltraScan, the conversion of ADC counts to electron counts was
calibrated by measuring the beam current using a picoammeter
connected to the drift tube of a Gatan Imaging Filter (Gatan Inc.).
For the K2 counting mode, the dose rate was read directly from the
manufacturer’s software default value. For the K2 linear mode, the
conversion of analog-to-digital converter (ADC) counts to electron
counts was calibrated using a dose rate of 1 eps in counting mode
as a reference. Since the software default dose rate that was used
is based on an average over many cameras, it is expected to be
within 10-15% of the real value of the camera tested. However this
is still useful for providing an explanation for the comparison of
the two modes of K2 with the CCD camera, as the K2 linear and
counting modes were cross-calibrated, and dose rate of the CCD
camera was independently calibrated. Hence the ratio of DQEs
between the K2 and the CCD camera should still be accurate.
Doses are quoted in units of electron counts per unit area at the
specimen plane, unless otherwise specified.

Important attributes of the camera for electron holography are
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the MTF and DQE. Here we have measured the MTF and DQE in-
dependently based on the methods reported previously by Thust
[19] and McMullan et al. [1], respectively. For the K2 counting
mode, we used a dose rate of 2eps and a total dose of
3600 e~ pixel !  (1800s acquisition). Total counts of
9500 e~ pixel ™! (40s acquisition) and 12,870 e~ pixel ™! (20s
acquisition) were used for the K2 linear mode and UltraScan,
respectively.

4. Theoretical background

Before proceeding to the discussion of results, it is useful to
summarise the theory that is most relevant to the discussion. In
contrast to our previous work [18], here we attempt to clearly
separate the attributes of the electron beam from those of the
camera. For this purpose, in this section and the Appendix we
often use a subscript “0” to denote quantities before detection by
the camera, i.e., not including camera effects. This convention is
not needed in other sections.

The phase error, A¢, determines the minimum difference that
can be distinguished in the reconstructed phase at a given spatial
resolution. Here, we define A¢ as the standard deviation asso-
ciated with the cosine and the sine of the phase, which has the
advantage of remaining well-defined and meaningful for arbitrary
doses and in the presence of phase wraps [18]. For sufficiently
well-defined phases, this definition coincides with the usual one
[20-22].

The statistical phase error in a given pixel in the reconstructed
wave function, following Fourier processing of the off-axis holo-
gram, is given by the expression (see Appendix)

1/2
(2"

Negt 1)

where a = Ag,/Awtal < 1 is the ratio of the area enclosed by the
sideband mask relative to the total area of Fourier space and Nef is
the effective number of electrons per pixel that are detected
[20,21]. In this work, we define the effective number of electrons
before the camera as

Nero = NoV3, 2)

where Nj is the average number of incident electrons per pixel and
Vo is the fringe visibility (fringe contrast) before the camera. The
effective number of electrons that are observed is given by

Nefr = Nefr,o0 X DQE(ko), 3)

where DQE (ko) is the camera's DQE at the fringe spatial frequency
ko. The phase error in Eq. (1) is understood as being inversely
proportional to the Poisson noise of N and scaled according to
the loss of spatial resolution that results from masking the side-
band. From Eq. (1), it can be readily understood that the mini-
misation of statistical phase errors in electron holography corres-
ponds to maximising Neg. Camera effects aside, maximising Ne,
generally requires a balance between the visibility Vy and the dose
Np [18], since the visibility inevitably decreases with increasing
dose rate.
The visibility can be described as

Vo = Vo(6)So (o). @
where Vy(t) is the time-dependent part of the visibility, which

arises from instrument instabilities that are slower than the fastest

exposure time, and Sy (1/\)0) is the spatial coherence envelope of the
wavefield, which includes instabilities faster than the shortest
exposure time and is written here as a function of the average

number of incident electrons per pixel per unit time 1/\)0 = No/t. The
observed visibility is given by (see Appendix)

V= Vo X MTF(ko), (5)

where MTF(kg) is the camera's MTF at the fringe spatial frequency
ko.

For a camera whose performance is independent of the dose
rate, such as a conventional CCD camera, Eq. (3) is a relatively

simple function of IQO and t, which allows I/\)O and t to be optimised
independently. This property has been used to predict optimum
dose and exposure time to obtain minimum phase error for a gi-
ven spatial resolution [18].

However, a complication arises for a camera whose perfor-
mance is dose rate dependent, such as the K2 operating in
counting mode, where both the DQE and the MTF decrease with
increasing dose rate [1-3]. In this case, the DQE in Eq. (3) becomes

a function of 1/\}0. and so the optimisation of dose rate and exposure
time that we proposed previously [18] is no longer valid. This will
be observed and discussed later in the paper.

5. Results and discussion
5.1. MTF and DQE measurements

To understand what degree of improvement the K2 might af-
ford over the UltraScan, we need to know their MTFs and DQEs.
The former describes the attenuation of image contrast as a
function of spatial frequency. The latter is defined as the quotient
of the squared signal-to-noise ratios at the output and the input of
the camera. The comparisons of MTFs and DQEs given here are, of
course, applicable to all imaging and diffraction experiments. In
the following sections, the discussion will be largely restricted to
off-axis electron holography.

Fig. 1(a) compares the MTFs of the K2 counting mode (red), K2
linear mode (blue) and the UltraScan (black). It is immediately
apparent that the MTFs for both the linear and counting modes of
the K2 are substantially higher than that of the UltraScan across all
frequencies, with the counting mode offering dramatic improve-
ments up to Nyquist (and beyond). The MTFs for the K2 counting
and linear modes are both comparatively flat, and they do not have
the characteristic dip at about 0.1 pixel~! commonly observed in
conventional CCD cameras, e.g., the UltraScan. This dip presumably
arises from the significant backscattering of the relatively high
energy (300 keV) beam electrons by the fibre optics beneath the
scintillator [23]. By comparison, the active silicon layer in the K2 is
much thinner, and there is no substrate to scatter from. This is
largely responsible for its improved MTFs, even though it has a
smaller physical pixel size. Similarly, comparison of the DQEs
among the three cameras/modes, shown in Fig. 1(b), reveals that
the DQE for the K2 counting mode is significantly higher than that
of the UltraScan across all spatial frequencies, as expected for the
DDC under these dose conditions. The K2 linear mode is also seen
to have a substantially better DQE than the UltraScan.

However, it is very important to remember that, of the three
cameras/modes compared here, the K2 counting mode is unique in
that its performance is highly dose rate dependent. The dose rate
(2 eps) used to measure the K2 counting mode's MTF and DQE lies
well within this mode's optimum range. Increasing the dose rate
beyond 20 eps causes a rapid and drastic reduction in MTF and
DQE performance. Hence, in a higher dose rate regime, it is the K2
linear mode that gives the best performance of the three cameras/
modes.
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Fig. 1. (a) Modulation transfer function (MTF) and (b) detective quantum efficiency
(DQE) of the UltraScan, K2 linear and counting modes, measured for 300 keV in-
cident electrons. A dose rate of 2 eps was used for the K2 counting mode. The MTFs
shown here have had the effects of pixelation removed. (For interpretation of the
references to color in this figure caption, the reader is referred to the web version of
this paper.)

5.2. Holograms from the K2 and UltraScan cameras

Fig. 2 compares holograms recorded using the K2 counting
mode and the UltraScan for an average dose of <2 electrons per
pixel (measured from the central region of the hologram). To en-
sure a fair comparison, the dose, exposure time, and pixel sam-
pling are the same or very similar for both cameras (note that the
K2 captures a larger field of view since it has more pixels). It can be
readily seen that the hologram fringes from the K2 have much
higher contrast and less noise than those from the UltraScan. More
specifically, a delocalisation of the fine scale detail is much more
apparent in the UltraScan, and presumably arises because of the
more significant sideways scattering of beam electrons in the
scintillator. The latter observation is in line with the UltraScan's
poorer MTF as shown in Fig. 1(a). In addition, the UltraScan gives
rise to considerable horizontal streaking (readout noise), which
appears to be different in each of its four quadrants. By compar-
ison, readout noise from the K2 is barely discernible at this dose
rate (though its readout noise does become apparent at both very
low dose rates, i.e., <0.1 eps, and dose rates higher than 20 eps).
Linescans taken across the hologram fringes readily demonstrate
the significantly higher fringe contrast from the K2, and since the
dose rate and hence the transverse spatial coherence of the beam
is very similar for both cameras, the observed differences directly

reflect the camera performances under these low dose conditions.
5.3. Comparisons of fringe visibility and phase error

In order to judge quantitatively the performance of the K2
camera for off-axis electron holography, we compare the fringe
visibility and phase error obtained from the K2 counting mode, the
K2 linear mode and the UltraScan. Once again, we have set the
optical conditions to be as close as possible to ensure that the
comparisons reflect the differences in camera/mode performance.

Fig. 3(a) shows the observed fringe visibilities (including cam-
era effects) plotted as a function of the incident dose rate. In each
of the three cases, the fringe visibilities show an overall decrease
with increasing dose rate. This is entirely expected since an in-
creased dose rate implies a loss of spatial coherence. On the other
hand, a comparison of the fringe visibilities at the same dose rate
reflects the different MTF performances of the cameras/modes. For
lower dose rates (<14 x 102 e-/A[s), the visibility from the K2
counting mode is far superior to the other modes. However, for
higher dose rates (>18 x 102 e-/A/s), the visibility from the K2
counting mode quickly falls due to coincidence losses and begins
to approach that of the K2 linear mode. The incident dose rate at
which the visibility begins to decrease anomalously is 40 eps, as
indicated by a red arrow in Fig. 3(a). This is also the upper limit of
the dose rate recommended by the manufacturer for this mode
(readers are reminded that the dose rate measured at the central
region of the hologram is about 2 times that in the vacuum re-
gion). Hence it is the K2 linear mode that produces the highest
visibility in the higher dose regime.

In order to confirm our expectation that the differences in the
observed visibilities reflect the differences in the MTFs, we can
estimate the expected improvement using Eq. (5). For dose rates
applicable to the MTF measurements in Fig. 1(a), we expect
Vio/Vus ® MTF/MTFys. Given that the sidebands occur at
0.20 pixel ~! and 0.21 pixel~! for the K2 and UltraScan, respec-
tively, the measured ratios of the MTFs are MTFy, c/MTFys ~ 2.77
and MTFg,, /MTFys ~ 1.80. By comparison, the measured ratios of
the visibilities are Vi, ¢/Vus ~ 2.80 and Vi, 1 /Vus ~ 1.94. Hence these
results confirm our expectations.

Fig. 3 (b) shows the corresponding measurements of the phase
errors. The phase error is determined by the Poisson noise in the
effective signal Negr, which, as understood from Eqgs. (2) and (3), is
comprised of three factors: the incident dose, the fringe visibility,
and the camera's DQE. The dose and the visibility are competing.
That is, higher doses can give a higher N and hence result in
lower phase errors, but lower dose rates can also increase Negt
through better spatial coherence/fringe visibility and hence give
lower phase errors. The result is that there is an optimum dose
rate that gives a minimum phase error. This is observed for both
the K2 linear mode and the UltraScan, where the optimum dose

rate is about 6 x 103 e*//ﬂ\zls for these conditions. For the K2
counting mode, we also observe a minimum phase error, though it

occurs “prematurely” at a dose rate of about 1.4 x 103 e‘//o\zls
(40 eps) due to the rapid degradation of the DQE with increasing
coincidence losses. Note that for dose rates greater than about 50
eps the K2 linear mode outperforms the K2 counting mode, even
though the visibility in linear mode is lower (Fig. 3(a)). This in-
dicates that, in counting mode, increasing the dose rate beyond
the recommended range causes the DQE to degrade faster than the
MTE.

Similarly, we can confirm that the improved phase errors re-
flect the improved DQEs. For dose rates applicable to the DQE
measurements, we expect Ady,/Adys = {DQEys/DQEx, }'/2. The ra-
tios of the phase errors are Adyyc/Adys ~ 0.35 and
Agya | Adys ~ 0.45. By comparison, {DQEys/DQExc}'/? » 0.33 and
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Fig. 2. Holograms of similar dose and the corresponding linescans across the centre taken using (a) the K2 camera counting mode, and (b) the UltraScan camera. Both
holograms were taken with a biprism voltage of 150 V and an exposure time of 1 s. The pixel samplings correspond to 16.6 pm/pixel (K2) and 17.3 pm/pixel (US) at the
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Fig. 3. (a) Observed fringe visibilities V, and (b) phase errors A¢ as a function of dose using UltraScan (black squares), K2 linear mode (blue triangles) and K2 counting mode
(red circles). The biprism voltage, exposure time and pixel samplings match Fig. 2. The red arrow indicates the dose rate for the counting mode where the minimum phase
error occurs. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
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{DQEys/DQEx2. }'/2 ~ 0.48, in good agreement.

These results for the phase errors nicely reveal the potential
advantages of the K2 camera in the context of off-axis electron
holography. Firstly, we observe that the K2 linear mode simply and
directly gives a phase error that is significantly smaller than the
UltraScan, due to its better DQE. In the context of traditional ho-
lography experiments, where higher dose rates tend to be used for
practical reasons, the K2 linear mode therefore offers a significant
advantage. This will be particularly useful for experiments such as
magnetic field measurements, which generally demand smaller
phase errors. Secondly, and perhaps most excitingly, in Fig. 3(b) we
observe that the K2 counting mode achieves a minimum phase
error that is significantly smaller than the UltraScan and nearly as
small as the K2 linear mode, but with 4 times lower dose! (Note
that the actual numbers depend on the specific condition, e.g., the
magnification, but the trends observed between the different
cameras/modes will persist in other conditions.) The latter ob-
servation opens the door to “low-dose electron holography”,
where, despite the low dose, good phase resolution might still be
obtained through the combination of higher spatial coherence and
a significantly improved DQE.

5.4. Choice of counting vs. linear mode

Although the above discussion is based on the results obtained
for a given optical condition, our investigation can give re-
commendations for other conditions. We have shown previously
[18] that the dose rate that minimises the phase error in a single
hologram can be predicted for any given combination of biprism
voltage and magnification, either in standard or Lorentz mode,
based on one reference series of holograms taken using an ex-
posure time short enough to neglect instrument instabilities. The
predicted optimum dose rate is given by the simple relationship

2
A Weef/Or A
N:( 1ef/ 1ef) Nref-
w/s

(6)
where IQ w and 6 are the new optimum dose rate, hologram in-
terference width (determined by the biprism voltage and biprism
defocus) and pixel sampling at the specimen plane (determined by
the magnification), respectively, and IQl—ef, Weer and & are the
corresponding values from the reference series. If the reference
series is taken using the K2, then linear mode should be used. Eq.
(6) is readily applicable to give a new optimum dose rate in K2
linear mode, as its DQE is dose-rate independent.

For the K2 counting mode, Eq. (6) is applicable up to a point: if
N turns out to be below 40 eps, where variations in the DQE are
relatively small (approximately less than 15% [2]), then Eq. (6)
applies. Otherwise if £ > 40 eps, it is advantageous to use the
linear mode. This is exemplified in Table 1.

Table 1

Optimum dose rate I/\}opt and the corresponding recommended camera mode for a
selection of experimental conditions using the K2 camera. M is the magnification,
Vgp is the biprism voltage. § and w are the pixel size and the interference width
measured at the specimen plane, respectively.

Microscope M S (pm) Vgp (V) w(nm) IQO . Camera

mode P mode
(eps)

Standard 180k 16.6 150 31 140* Linear

Standard 360k 8.1 150 31 33 Counting

Lorentz 24.5k 232 150 364 140 Linear

Lorentz 245k 232 87 176 600 Linear

* The value marked “#” indicates the reference measurement.

6. Beyond a single hologram

Based on our experience, as well as on the recommendations of
the manufacturer, it is clear that the advantages of the K2 counting
mode lie entirely in the lower dose rate regime, i.e., <40 eps. If we
try to improve the phase error in the counting mode, not by in-
creasing the dose rate, but by using a longer exposure time, we
eventually run into limitations set by the instrument's holographic
stability lifetime (in practice due to drift of the hologram and/or
specimen). To overcome this limitation, we have acquired a series
of holograms totalling 120 s exposure at the optimum dose rate

(~14 x 102 e*/Az/s), using a 1 s exposure time for each hologram
(i.e., 120 holograms). This approach enables us to track the drift in
the hologram fringes using correlation techniques. We find that,
despite the relatively low dose in each hologram, a simple cross-
correlation of the holograms can produce very robust results,
provided that a sufficiently large area is used for the correlation
(here we used an area of 512 x 512 pixels). Fig. 4 shows the phase
errors of individual holograms and those of cumulated cross-cor-
related holograms up to 120 s total exposure time. While the
phase error of individual holograms fluctuates around 0.063 rad
(~27/100), the cross-correlated holograms exhibit a reduced phase
error approximately following an ideal 1/+/n trend, where n is the
number of holograms. The phase error after averaging over 120 s
of holograms is 0.008 rad (~2/800), an 8-fold improvement over a
single hologram, which compares very well with the 11-fold im-
provement expected in the ideal case. In addition to the ad-
vantages of better spatial coherence and camera performance
mentioned above, a further advantage of acquiring multiple ho-
lograms in counting mode is that the dose for each hologram is
low so that dose-rate-dependent specimen damage can be re-
duced. Furthermore, as there is effectively no readout time in
counting mode, the total acquisition time is equal to the total
exposure time, which again minimises problems arising from in-
strument and specimen drift and dose-dependent specimen
damage.

7. Conclusions

We have demonstrated that a direct detection camera (here the
Gatan K2 Summit) can offer significantly better performance in
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Fig. 4. Phase errors of individual holograms (black) and cross-correlated holograms
(red) recorded over a time span of 120 s. Each hologram is recorded with an ex-
posure time of 0.2 s, using the optimum dose rate shown in Fig. 3(b). (For inter-
pretation of the references to color in this figure caption, the reader is referred to
the web version of this paper.)
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electron holography compared to a conventional scintillator-based
CCD camera (here the Gatan UltraScan 1000 XP). For a given
spatial resolution, we have demonstrated an at-least two-fold
improvement in phase errors using the counting and linear modes
of the K2. This improvement has been confirmed to be due to the
better DQE of the K2.

As the statistical phase error in electron holography is governed
by a competition between spatial coherence and dose, we found
that the linear and counting modes of the K2 are both advanta-
geous, though in different dose regimes. The linear mode, which
can handle much higher dose rates, enables the dose rate (and
exposure time) to be optimised to give the best phase error in a
single hologram. This is ideally suited to experiments that seek to
measure magnetic fields, for example, where accurate results rely
on an ability to observe small differences between individual
phase measurements taken under opposite magnetisations of the
specimen.

On the other hand, while the counting mode can be used only
at lower dose rates, its better MTF and DQE could offer advantages
for high-spatial-resolution holography. For the conditions used
here, it was shown that the better DQE, coupled with the higher
spatial coherence of the electron beam at lower dose rates,
achieved a phase error nearly as good as the (optimised) linear
mode but with significantly less dose (4 times for the conditions
used here). Hence the K2 counting mode also offers the very ex-
citing possibility to perform “low dose electron holography” on
radiation-sensitive specimens.

Taking full advantage of the K2 counting mode to perform
dose-efficient holography will likely require the use of multiple
holograms and correlation techniques. To this end, we demon-
strated that cross correlation of a series of holograms taken using
the K2 counting mode can produce robust results approaching the
ideal n improvement in the phase error, despite the relatively
low dose in each hologram. Hence, by spreading the dose over a
longer total acquisition time (that is, slowing down the holography
experiment) and compensating for instrument instabilities using
correlation techniques, we gain in terms of both spatial coherence
and detector performance. If this method is applied to high-re-
solution holography, where specimen drift is often a serious issue,
the lack of readout time will be a further benefit in minimising
these instabilities and any dose-dependent specimen damage.
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Appendix A

In this appendix we derive the manner in which the detector
MTF and DQE affect the fringe visibility and the phase error in
electron holography.

The fundamental properties of a CCD camera stem from the
manner in which the specific paths followed by the incident
electrons inside the camera contribute to the detected signal. To
this end, let the signal detected at position x, due to an incident
electron entering the camera at position xo and following a specific

path which we label p, be given by the function g, (x — xo). The
dependence on the difference x — x, assumes homogeneity. If we
denote the probability of path u by dy, then the average signal of
an electron entering at xq is fdy g,(x — Xo). If P(x) denotes the
probability distribution of the incident electrons entering the
camera, then the expectation value and variance of the Fourier
transformed signal are given by [23]

(I o) = Py [du g, o), )
and
1Tk = B(0) f duig, (o2, ®

where the tildes denote Fourier-transformed quantities. Here the
variance applies to the modulus of the complex deviations Al(k);
the phase of the deviations are uniformly random on [0, 2x). For
real cameras, which are both pixellated and finite in area, it is most
convenient to use discrete Fourier transforms, i.e., for an arbitrary
function f(x)

£ — —27ik-x _ l £ 2nik-x
fdo = ijf(X)e , f(x)—MZk]f(k)e+ : o)

where k is a wave vector allowed by the periodic boundary con-
ditions and M is the number of camera pixels.

For a set of holographic fringes with spacing kg, the probability
P(k) can be written

- Ve Ve
Pk) = MNo(ﬁk + ?Oék,ko + ?05k+k0)'

(10)
where Ny is the average number of incident electrons per pixel, Vg
is the visibility (contrast) of the fringes before detection, and J is
the Kronecker delta symbol which equals unity when k=0 and
vanishes otherwise. Hence the detected visibility of the fringes is

o 2 ko) _ [du g, (ko)

=2\ = Vo x MTF(kop),
00) 0 X (ko)

* [dug, 0 an

where MTF(k) is the modulation transfer function of the camera.
That is, the fringe visibility is reduced by the MTF.

During the holographic reconstruction, the process of applying
a circular mask to the sideband at +k and shifting it back to the
origin gives rise to the following expectation value and variance

S MNoYh _

Ty = =225 [ du g, ko), 12)
and

IAT(k)2 = MNoH (k, — 1Kl) / du 18, (k + ko), 13)

where H(k) is the Heaviside step function and k, the mask radius.
For simplicity we neglect the variation of the quantity / du |g#(k)|2
within the sideband mask, in which case the variance can be ap-
proximated as

IAT(k)R =~ MNoH (k; — ki) f dy 1g, (ko). (14)

Taking the inverse Fourier transform yields a reconstructed
wave function with expectation value and variance given by

_ NoVo _
and
2 . MmNy 5 2
Ay P = fd,u 18, ko), a6
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where m is the number of pixels inside the sideband mask and,
again, the variance refers to the modulus of the deviation while
the phase of the deviation is random on [0, 27). Note that &, enters
into Egs. (15) and (16) analogously to Egs. (7) and (8).

The variance of the reconstructed wave function gives rise to a
circular “cloud” in the complex plane centred at the expectation
value (y (x)). Provided that the “cloud” does not lie too close to the
origin, the variance in the phase of the reconstructed wave func-
tion can be calculated using a small-angle approximation, yielding

Ay (X)12[2 __2a 1
Iy 0)? NoV3 DQE(ko)’ a7

(Ap)? =

where a=m/M and DQE(k) is the detective quantum efficiency,
defined by

| [du g,doR
[duig, R 18)

From the Schwarz integral inequality, it follows that DQE(k) < 1,
and that DQE(k) = 11is achieved if and only if g, (k) is independent
of y. Hence a real detector must have DQE(k) < 1, which inevitably
amplifies the phase error.

Traditionally, the DQE describes the reduction in the squared
signal-to-noise ratio caused by the camera. Hence the appearance
of the DQE can be understood intuitively by noting that the phase
error A¢ can be considered to be the inverse of a signal-to-noise
ratio, where I(y (x))l is the signal and 1Ay (x)I/</2 is the noise.

DQE(k) =
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