Part I1l: Operator and Matrix Analysis

In quantum mechanics and quantum statistics
(quantum statistical mechanics) as well as in certain
other areas of physics, physical quantities are
represented by linear operators on a vector (Hilbert)
space. This makes possible the development of these
subject areas by use of rigorous mathematical
procedures.

Mathematical operations involving linear operators are
often carried out by use of matrices. A knowledge of
vector space, linear operators, and matrix analysis is
required in many areas of physics.

This part of the lecture will cover:

e A brief discussion of vector spaces and linear
operators;

e Matrix analysis.
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Definition of a Vector Space

A set of objects (vectors) a, b, c, --- are said to form
a linear space V if

1. the set is closed under commutative and
associative addition, so that

a+tb=b+a
(@a+b)+c=a+ (b+c)

2. the set is closed under multiplication by a scalar
(any complex number) to form a new vector Aa,
the operation being both distributive and
associative so that

AMa+b)=Xa+ )b

A(pa) = (Ap)a
(A+p)a=Xa+ pa

where A and u are arbitrary scalars;
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Definition of a Vector Space (cont.)

3. there exists a null vector 0 such that for all a

a+0=a;

4. multiplication by unity leaves any vector
unchanged, i.e.

la = a;
5. for every a, a vector —a exists such that

a+(—a)=0
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Linear Dependence & Dimensionality

A set of vectors a, b, ---, u is said to be /inearly
independent provided no equation

Aa+ub+---+ou=20

holds except the trivial one with A=py=--- =0 =0.

If in a particular vector space there exist n linearly
independent vectors but no set of n + 1 linearly
independent ones, the space is said to be
n-dimensional.

3D:

M+ puB+vC =0
If A, B and C are along the z, y and z directions
respectively, then A=y =v = 0.
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Completeness

Let 1, €9, - -, €, be a set of n linearly independent
vectors in an n-dimensional vector space. The if x is
an arbitrary vector in the space, there exists a relation

e, +pues+---+oe,+7x=0

with not all the constants equal to zero, and in
particular 7 #% 0. Thus x can be written as a linear
combination of the e;:

X = zn:xiez- (3D:ff = A, i+ Ay3' -+ AJ%)
i=1

The vectors e; are said to form a basis, or coordinate
system, and the numbers x; are the components of x
in this system. The e; are called base vectors.

The fact that an arbitrary vector x can be written as
a linear combination of the e; is often expressed as:
The set of base vector e; is complete.
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Inner Product

Scalar product in 3D: A- B = ABcosf

The inner product of two vectors a and b is denoted
by (a,b).

In quantum mechanics, a vector in Hilbert space is
denoted by |¢), and the innor product (v, @) is

written as (¢|¢) where (| and |¢) are called bra and
ket vectors, respectively.

The following properties are valid for the inner
product:

(Wlg +x) = (Ylg) + (¥x)
(W]|g) = {(P|¥)*
(Y|AP) = A(|)
(AY|@) = A" (Y|o)

An Euclidean space F,, is a vector space on which
an inner (scalar) product is defined.
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Norm and Orthogonality

3D space:

—_ —

A-B=0 = A.B
A=|A|=VA -4

The norm (length), ||¢]], of a vector 9 is defined as

[9]] = (9, 4)"/2

If the inner product of two vectors equals zero

(1, ®) = 0 the two vectors are said to be orthogonal
to each other.

If the inner product of any two vectors in a set Is zero,

_ Z;é] iaj:1727”°7n
(Wi ¥p) =0 for { Y 0 and £ 0

the vectors are said to form an orthogonal set.

If the norm within an orthogonal set is unity

[|2bs]| =1

the set i1s called orthonormal.
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