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INSTRUCTIONS TO CANDIDATES

>

N »

10.

. Please write your student number only. Do not write your name.

. This examination paper contains FOUR questions and comprises FOUR

printed pages.

Answer ALL questions.

All questions carry equal marks.

Answers to the questions are to be written in the answer books.
Show all working steps clearly and box each answer.

Please start each question on a new page.

This is a CLOSED BOOK examination.

Programmable or graphic calculators are NOT allowed to be used in this
examination.

The last page contains a list of formulae.



1.

(a) Use the secant method to determine the root of
—x3+5x2-2=0

that lies in the interval (4, 6). Express your answer accurate to at least
three decimal places.

(b) i. Find the Padé approximation Ry ;(x) for f(x) = tan(y/x)//x.
You may use the Maclaurin expansion
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X 2x
=14—=-—4+—+4---
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ii. Hence show that

15x —x3

tan(x) ~ R3,2(X) = m

(a) Use the following data to approximate fls f(x)dx as accurately as
possible.

x 1 2 3 4 5
F(x) | 2.4142 [ 2.6734 | 2.8974 | 3.0976 | 3.2804

(b) Consider the following differential equation

d

o =1+(—yp, withy@) =1

Use a third-order Taylor series method (with a local truncation error
of @(t*)) to approximate the solution for the first two time steps. Use

a time step 7 of 0.5.



3. Solve the following boundary-value problem

2

d*y

dx2
with the finite difference method. Discretize the spatial domain using a step
size of % Ensure that your answers have converged to at least 1 decimal

+y?=2x% y(0)=0, Y2 =1

place.

4. Solve the heat equation

ou 1 *u
Jat 16 0x2

subject to the initial and boundary conditions

=0, O0<x<x1

u(x,0) = 2sin(2nx),
u(0,t) =0,
u(l,1) =0

Integrate for one time step using the Crank-Nicolson method with a spatial
step size of 0.2 and a time step of 0.1. Give your answers rounded off to
four decimal places.

LHS



Formulae Sheet

Taylor series:

(x— a) (x )

Sf(x) = f(@)+(x—a) f(@)+——— LY @yt (x—a)*~

[n]
r— M)

O

Inverse quadratic interpolation:

©(f) = =R -1 L+ =S -5, )t (f = - f2)

i- - (fz SR G- e )

— Xi—1

f(xi) — f(xi-1)

Newton’s method for system of equations: J (x)Ax = — f (x), J is the Jacobian matrix

S +h)—2fx)+ fx—h)

Secant method: x;4+1 = x; — f(x;)

fGx+h)—f(x—h)

Central difference: f’(x) = >h , f(x) = 2
. . (h1/ h2)? D(h3) — D(h1)
Richardson extrapolation: F' =
P (h/h2)? —1

i k
Z"'—opixl
Padé: Ry (%) = ——» E aiqk—i = Pk, k=0,1,...,Nand N =n+m
1+ Z_;n"l q]xj i=0 '

(x = x1)(x —x2) -+ (x = xj—1)(X = Xj41) -

(x —xn)

Lagrange: p(x) = Zl,n(x)f(x,) bn() =
j=1

Simpson’s 1/3 rule: [ FG)dx = [ f(@) +4f (“ ks b) " f(b)]‘ §

1 N2 (L ) . 2
MonteCarlo:f f(x)dx ~ (b—a)({(f)n+oN), oN = \/W 2 f(xz)2N _fli’ i f(x1))

Modified Euler: y(xo + k) = y(x0) + hf (Xmid, Ymid)
h, h
Heun’smethod: y(x()'l'h) =y(x0)+hf0+f(x0+ y0+ fo)

2
Crank-Nicolson method: y(xo + k) = y(xo) + g (fo + f1)
d & b of db da
Leibniz Integral Rule: — (x,y)d =/ — dy+f(x,b(x))——f(x,a(x))—
gr dxa(x)f )dy a(x)axyf N~ a)
Gauss-Legendre quadrature:
+&i Wi | £6i Wi
n=2 n=3
fE A~ ) Wif( L 8
f £ ; S &), 5 i | o ‘
3 5
5 9
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—x1)(xj = x2) -+ (% = xj—1)(xj — Xj+1) -~

- (x;

j — Xn)



