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1. Answer briefly the following short questions/concepts. 

(a) What is a machine epsilon?  Give the numerical value of the machine epsilon 

associated with the IEEE double precision. 

(b) What is the time computational complexity of computing a matrix inverse, 𝐴−1, of 

an 𝑁 × 𝑁 matrix?  Explain why. 

(c) What is a symplectic algorithm in molecular dynamics?  Give an example of such an 

algorithm for solving numerically the harmonic oscillator problem, 𝐻 =
𝑝2

2𝑚
+

1

2
𝑘𝑥2. 

(d) Define what is a heap in the heap sort method.  

 

(a) The machine ε is such that the next larger number than 1 that is representable in a floating 

point format is 1+ε.  For IEEE double precision, the next value is 1 + 2-52=1.000…1  (52 bit for 

mantissa), so the machine 𝜖 = 2−52 ≈ 2.2 × 10−16. 

(b) Computational complexity for taken matrix inverse is 𝑂(𝑁3), why?  Same as solving linear 

equation.  LU decomposition takes N3, then forward/backward substitution N times. 

(c) Numerical algorithm for the Hamiltonian system that preserve the two-form, ∑ 𝑑𝑝𝑖⋀𝑑𝑞𝐼𝑖  

exactly, or in other words, the transformation from one step to next is a canonical 

transformation.  For the harmonic oscillator, we can use 𝑝𝑛+1 = 𝑝𝑛 − 𝑘𝑥𝑛𝑑𝑡, 𝑥𝑛+1 = 𝑥𝑛 +

𝑝𝑛+1𝑑𝑡/𝑚 . 

(d) Heap is a binary tree such that the value at the parent node is not smaller than the children 

nodes. 

 

2. Bode’s rule is one of the closed Newton-Cotes formula involving five equally spaced points, 𝑥𝑖 =

𝑖ℎ, 𝑖 = 1,2, … ,5, as follows:  ∫ 𝑓(𝑥)𝑑𝑥
𝑥5

𝑥1
= (𝛼𝑓1 + 𝛽𝑓2 + 𝛾𝑓3 + 𝛽𝑓4 + 𝛼𝑓5)ℎ + 𝑂(ℎ𝑛).   Notice 

that the coefficients are symmetric.   (a) Consider polynomials of the form, 1, 𝑥, 𝑥2, … , up to 

what degree of the polynomials Bode’s rule is exact?   (b) based on part (a) determine a set of 

linear equations for the three coefficients 𝛼, 𝛽, 𝛾.  No need to solve them. (c) What is the power 

𝑛 in the error estimate 𝑂(ℎ𝑛). 

 

(a) Up to x5, this is due to the extra symmetry of the formula. 

(b) It is more convenient to shift the origin to x3, so that we have x1=-2h, x2=-h, x3=0, x4=h, x3=2h, 

then the equations are for even power, f(x)=1,  4 = 2𝛼 + 2𝛽 + 𝛾, 𝑓𝑜𝑟 𝑓(𝑥) = 𝑥2,
16

3
= 8𝛼 +

2𝛽, and for𝑓(𝑥) = 𝑥4,
32

5
= 16𝛼 + 𝛽.  For odd power f = x, x3, x5, it produces 0=0 identity 

due to symmetry. 

(c) n=7. 

 

3. (a) State what is an LU decomposition. (b) Consider the linear equations determined in part 2(b), 

perform the LU decomposition without using pivot.  (c) Obtain the solution for 𝛼, 𝛽, 𝛾, using 

forward substitution, followed by backward substitution. 

 

(a) write A as A = LU where L is lower triangular with diagonals set to 1, U is upper triangular.  

(b) The form of A is not unique, as long as A = LU,  and Ax=b, it is considered correct.  For 

example,   
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𝐴 = (
2 2 1
4 1 0

16 1 0
) , 𝐿 = (

1 0 0
2 1 0
8 5 1

) , 𝑈 = (
2 2 1
0 −3 −2
0 0 2

),  

Then for 𝑏 = (
4

8/3
32/5

), we get 𝛼 =
14

45
, 𝛽 =

64

45
, 𝛾 =

8

15
. 

 

4. We consider Monte Carlo simulation for light propagation.   An isotropic point light source is  

located at Cartesian coordinate (0,0,d).   (a) Let 𝜉𝑖  be given uniformly distributed random 

numbers in the interval [0,1) for 𝑖 = 1, 2, 3, ⋯.  Give a method to generate a random ray 

emitting from (0,0,d) with uniform distribution in a sphere centered around (0,0,d).  (b)  

Suppose the ray generated in part (a) hits a diffusive surface at 𝑧=0 at some point (x, y,0).  Then 

the ray is randomly reflected off the surface, uniformly distributed in the upper half space about 

the plane.  Using the random numbers given in (a), determine the equation for the outgoing ray. 

 

(a) We write the outgoing ray in the vector form  r = r0 + n t, then the 3D unit vector n = 

(sin 𝜃 cos 𝜙, sin 𝜃 sin 𝜙 , cos 𝜃), with 𝜙 = 2𝜋𝜉1, 𝜃 = arccos(1 − 2𝜉2).   Uniform distribution 

on a sphere implies 𝑃(𝜃, 𝜙)𝑑Ω =
𝑑Ω

4𝜋
 , where 𝑑Ω = sin 𝜃 𝑑𝜃𝑑𝜙 is the solid angle. 

(b) Same, except we restrict t z>0, or 0 < 𝜃 <
𝜋

2
. 

 

5. Consider the conjugate gradient (CG) method for the solution of the minimum of a quadratic 

form 𝑓(𝑥) =
1

2
𝑥𝑇𝐴𝑥 − 𝑏𝑇𝑥, here 𝑥 is a column vector of dimension 𝑁, and 𝐴 is a matrix of 𝑁 ×

𝑁.  (a) What conditions one must impose to 𝐴  in order for the CG method to work?  (b)  

Consider a specific matrix 𝐴 and 𝑏 as follows:  𝐴 = [
4 −2 0

−2 2 1
0 1 4

],  𝑏 = [
1
0

−1
].  Set 𝑥0 = [

1
0
0

] , 

determine the search direction 𝑑0 and residue 𝑟0.  Note the first search direction is the negative 

gradient direction.  (c) Determine 𝑑1 and 𝑟1 and show explicitly 𝑑0
𝑇𝐴𝑑1 = 0 and 𝑟0

𝑇𝑟1 = 0. 

 

(a) CG method need A symmetric and positive definite. 

(b) The first search direction is the negative gradient, d0=r0=b-Ax0 = (-3,2,-1)T.  

(c)  We stop at x1=x0+αd0 = (13/34,7/17,-7/34)T.  here α = |r0|2/(d0
TAd0)=7/34.  So the residue 

r1=b-Ax1 =(5/17,5/34,-10/17)T.  From this we find orthogonality  r0
Tr1=0. New search direction 

is d1=r1+γd0 = (455/2312, 245/1156, -1435/2312).  γ=|r1|2/|r0|2=75/2312. Then we can check 

that the conjugate condition is true, d0
TAd1 = 0.  

 

- The end   -                                                                        [WJS]  


